Availability

notin s?andby, malnlenance ‘mode or disconnected participate in election. VMs on disconnected hosts are not Rrotected

M + monitors slaves + monitors VMs « restarts VMs on best host « reports cluster HA health to vCenter.

N aves monrtors runtime state report state to master.

Network heartbeat every second between master & slaves. Hosts can use all VMkernel networks for heartbeat except vMotion
network (unless vMotion is on only available VMkerneI network) If host stoFs responding to heanbeat liveness checks
datastore heartbeat & pings to management address. Host deemed Failed if both tests negative, if |tPasses liveness check it
s Network Isolatedu[host cannot p|n cluster |so|atron address) or Network Partitioned. Master moni

Partitioned VMs and restarts them if he power off.

Action taken when Powered-on VMs are on isolated host. Options: « Eower off « leave powered on
default) + shut down (requires VMware tools). Cluster selects 2 datastores for heartbeat das eartbeatdsperhost can
increase to 5). Datastores used for datastore heartbeat must be mounted by at least 2
HA Admission Control: Can VMs power on when they violate avarlabrlrt cunstrarnts at HA farlover Actrons that change a
reservation must satlsfy admission control. Secondary FT VMs o calculation. st Failures Cluster
Tolerates - adds Advanced Runtime Info box showing slot size, tolal used, available siots, total VMs on, hosts good hosts *
% of Cluster Resources (up to 50%) * Specify Fa||over Hosts(s multiplé allowed) - leaves host(s) unused until fallure Pollcy
Factors: * resource ragmentation * flexibility + VM di |vers|ly lot slze represen s VM CPU & memowesources needed for

Ty powered on VM. Distorted by large VM reservations. Avoided with das.slotCpulnMHz or das.slof MB.

H Uses anti- affrmty rules to keep primary & secondary apart, checked when&pnmary powers on. VM-VM affinity applies to

: Enma ry only, VM-Host affinity ap lies to primary & secondal host monitoring, host certificate checking (on
faultt) ded|cated logging NIC (not IPv6), comy atrble CPUs with same extensions & power mgt features, Hardware

irtualization (HV), thick disks on shared storage (VMDKs or vRDMs), supﬂloned uest 0S, min 3 hosts in clusi

Not suj orted snapshots, Storage VvMotion, Linked Clones, hotpluﬂa SCS. l’aCkléE/S SMP, physical RDMs PVSCSI,

CtPath, 3D video, EPT/RVI is automatically drsabled S only if cluster has EVC. SiteSurvey can identify

cunﬁ?uratron issues, vLockstep Interval tr{prcall ly needs <

vCenter Server Heartbeat: vCenter replrc ation & clusrenng. monltors services including MSSQL, VUM & View Composer.

Automated or Manual farlover/ ailback. Uses Actrvel 3assrve nodes with heartbeat.

MSCS: « 2003 SP2 & 200 éFalIover Cluslenr:]g 6abit - only 2 nodes clusters. Not su%ported DRS on VMs, vMotion, FT,

NPIV, VMW_PSP_RR, FCoE/iSCSI/NFS base dls s W |SCSI |n|t|ator in ?uest is supporte

ors Network Isolated/

MDK Ph ical RDM
Cluster in a box (CIB) y_es(zeroed) No (not supported)
Cluster across boxes (CAB) Only 2003 Yes (recommended)
Phys|ca| & VM (n+1) No No Yes
shots Yes Ves No

SCSJI) target software No
Configure all RDMs, hefore conf unng VM's network semngs or mrtralrzrng LUNs wrthrn wrndows Add RDMs to 2nd SCSI
controller i.e. SCSIQ bus’sharing:  CIB = Virtual + CAB or N+1 = Phi

NLB, Exchange CCR & DA oes not use shared quorum dlsk above restrictions not applicable.

sqL' not considered clustering. Fully supported by VMware with no

HA Deep Dive hitp://www yellow-hrick

CO
HA and FT Error Messages http://kb.vmware.com/kb, 1053634
CPUs & guest OSes that support FT
MSCS Supported confi ura ions (vSEhere 4 httg éfkb vmware.com/kb/1037959

MSCS Suppun on ESX;

000(256ephemeral)
tch: Hosts (per vDS swrtch orts = 4,088
)LMN_LCS logical name for phgsrcal server's NICs. yﬂl&s vrnuaINICs assigned to VMs. vSS - vrrtuaIStandard
VMwaresvrrtuaI Drstrrbuted witch. DVS - can bevDSor3"‘party ?Crscowﬂﬂv dvPort| Groug) port
onavDS. uplink VMNICs on a vDS. Netwark vMotion - tracking of VM's network state on a D!

cation. 1 Icli bypasses hostd
ne k 115t
t

vSwrtch Port Groups:

VMkernel ports:

VMkernel interfaces:

VMkernel Default Gateway:
ist hostname:
ist DNS servers:

NS search domaln
i doe: port c

dvp options

H SAN LUNs path masklng changes on host, cable rgconnected chan Lllsd CHAP settings, addi ﬁ/removm
: addresses, re-adding hosts. Rescans LUN 0to LUN 255. Disk.MaxLi s scannt
¢ boot times & rescans. If LUN IDs are serluentlal disable sparse LUN s

~
Acuve portsgvSSlvDS) =1016
: Zoning: at the switch.

Maxlmums{ er HA cluster): Hosts = 32 VMs = 3000 A Maxlmums (per host): Virt disks = 2048 LUNs/Volumes = 256 Paths = 1024

Maximums (FT): Disks per YM =16 VCPUs per VM=1 RAM per VM = 64GB VMs perhost=4 J: CH orts=16) Targets per HBA = 256 Paths per LUN =32  LUN size = 64TB  FCoE Adapters =
irewall Ports: HA interhost 2050-2250, 8042-8045 TCP/UDP, FT interhost 8100, 8200 TCP/UDP )i Hpas =gt Targets per HBA = 62128 (depends on card) Pathsto 930[} 'EHN Bs

: Single master, multiple slaves. If master fails, is shut down, or removed from cluster then an election occurs. All hosts S~ argets = Paths to eac

Maxlmums (Per volume): Powered VMBs T 2048

Maxlmums er datastore cluste

for esxch namespaces & commands relative to Iocatron local
Rescan ECSI HBAs (devices, paths, claimrules, FS): e
List all SCSI paths:
Map VMFS volumes to devices/partitions:
List unresolved snapshot/replicas of volumes:
SATP claiming rules:
List nmp devices with SATP & PSP:
List all claim rules:
List storage devices with propemes/hlters
Lists HBA drivers & informatiol
Show each device's VAAI supporl
List FCoE HBA adapters:
List FCoE CNAs:
List iSCSI adapters:
Show current |SCSI sessmn
Discover iSCSI devi
Check if software |SCSI is enabled:
List the NFS filesystems & mounts:
Test VMkernel connectivity:
SCSI performance statistic tool:
Create/Delete/Modify VMDKs, RDMs, VMFS volumes &

vmkfstool

Array types: Active-Active - 10 to all LUNs simultaneously through all ports/SPs, without performance degradation.

Active-Passive - one port actively provides access, others are backup for that LUN (but can be active for other LUNSs).
Path thrashing can occur. ALUA( ‘Asymmetric Logical Unit Access) - on non Active-Active arrays, paths are not available
or not optimized to every port on every SAN SP. ALUA support on a SAN helps the hosts find/manage the best paths for
failover & load balancing. Virtual Port llrSCSI only) SANSs are Active-Active but mask al connectlons ESXi accesses all
LUNS via single virtual port. The SANs handle path failove & load balancing.
Claim rules: specifies which MPP;Muthathm Plugin), native or 3rd party, manages phys|ca| path. R'ules based on SAl
discovered, listed in /etc/vmware/esx.conf. Path evaluation every 5 mins.
NMP (Native MPP): Secondary rules applied for:  SATPs (Storage Array 'Ly]pe Plug |nsl handles failovers for array type.
Rules search order: drivers, then vendor/model, lastly transport, VMW_SATP_DE AU T_AA default if array not
recognized, + PSPs (Path Selection PIugrns) handles load-balancing for each devi
PSPs policies: VMW_PSP_FIXED - default for active/active, uses preferred path gmarked with *) when ava||ab|e default
llOlW |f devrce not recognized. VMW_PSP_MRU (Most Recently sed) - default for active/passive, if SATP
P_ALUA then active/optimized path used, if not ALUA then uses first workln?‘ path found at boot

VMW_ SP RR (Round Robin) - safe for al arr%s rotates through paths (tnot MSCS
Resl[;;naturmg VMFS datastores have unique UUID in file system metadata. Replicated or snapshotted disks keep same

Can mount with existing sltgnature or assign new signature. Resignaturing assigns new UUID & label, then mounts.
If not resrqnaturrng ongrnal mus

Manual rescans may be required: zoning chansqes new

reduces number of LU ed to increase

N masking: mask certain Ler IDs at Array's SP or ESXi host using claim rules.
PDL (Permanent Device Loss): if LUN is being removed, detach it so volume is unmounted. Host may detect SCSI sense
codes to determrne LUN s offiine &t is not a

APD (All Paths Down No active paths to storage device. Unexpected so host continually retries paths.

LUN queue depth: SCS| device driver parametef that limits number of commands a LUN can accept. Excess commands

are queued in VMkernel. Increase queue dej Il) th if VMs' commands consistently exceeds queue depth. Procedure depends  :

on host adapter. Setting higher than default can decrease number of LUNs supported. Change

Disk.Schedl umReru fstanding to match - it limits requests each VM can issue.

LUN Device IDs: * SCSI inquiry = returned by device , unique across hosts, persistent, T10 standard e.g. naa.#, t10.# or
euid# Path based - not unique, not persrs fent, e.g. mpx.path + Legacy — created in addition to SCSI inquiry or Path
based, e.g. vml.# - Runtime name — host specific, not persistent, first path to device, adapter:channel target LUN, e.
vmhba# #T# L# FCoE: Interfaces: - CNA (Converged Network Ada ter)o r NIC with partial offioad & SW initiator.
Drsatblel)SgP (tSpaer}r_Ing Tree Protocol) - might delay FIP (FCoE Initialization Protocol). Enable PFC (Priority-based Flow
Control) & set to

iSCSI: Interfaces: + iSCSI HBA (independent HW) NIC with iBFT/iSCS] offload (dependent HW) & SW initiator « Regular
NIC & SW initiator. Only 1 SW initiator per host. Independent HW: configured in Storage configuration. Non-independent

1 VMkernel mterfaceto active NIC, others unused, bind adapters. Set "MAC Address Changes” PG policy

Etl ttag? EST (External SW|tch Tagging) - Default No trunk|n requir -1 relationship from VMNICs to phys|ca|
(access) switch ports. Each VMNIC only sees 1 subnet. VLAN ID of 0 or blank. * Mﬁlvmual Switch Ta ? mmonl 3{
used. VMNI sconnecled to0 a vSwitch can span several VLANS. Each Port Gre B VLAN D of 1- 4 et the VLAN D to
blank to use Native VLAN. « VGT (Virtual Guest Ta%gmg) Rare used Install 802. 1Qtrunk|ng| driver softw
vSwitch Es tags given by VMs. VLAN ID of 4095 on VS yon vDS. Avoid VLANTD of 1 - nat|ve C|sco VLAN ID.
: Use VLAN 4095 with promrscuous mode to sniff other portgrouBs [IDS ket sniffer)
H Jumho frames: MTU > 1500 up to 9000 bytes. Enable per v! S. vl must be vmxnet2/3 or e1000.
¢ Link ove7 p rts CDP (Cisco Discovery Protocol) VDS supports CDP or LLDP {Link Layer Discovery Protocol -
: 802.1AB). Listen defaul) Advertise or Both.
PVLAN (Private VLAN): extensron to VLAN standard to add further segmentation. Can reduce IP address wastage & solve
VLAN D limits. Not encapsul Original VLAN divided into smaller groups. ﬁecgndary_BLLgN
only within primary, has sﬁecrfrc VLAN ID Tyg anary is Promrscuous connect with all VMs in primary. Secondaly are
Coml| unréy connect to themselves & VMs on promiscuious, or Isolated - connect with VMs on promiscuous.
NetFIow ends |P traffic records to collector for analysis. Traffic is intrahost, interhost or VM-physical.
Mirror é)orts intrahost or interhost. Cisco's term is SPAN (Switch Port Anal
NIOC Network 10 oritize egress traffic by tyy pe via dvUplink shares ?Iow/norma /h|\9h 25/50/100) & host limits.
SCSI (nothAVXCSICSI vMo ion, Mgt, VR (SRM replication), NFS, VM, Custom (user defined).

al

nabled by default on VMkemel ports, allows very large frames (up to 64KB), even with
smaller MTU-To enable VMs, use at Ieast enhanced vmxnet vNIC.
NetQueue: Fnabled by default, allows certain VMNICs to spread processing across CPUs with multiple Rx queues, improves
|n ress performance,

& vDS options: Options can be overridden on vSS & dvPortGroups. Individual dvPorts can override options, but
vaortGroups can disallow overrides.
Options nomenclature: + vSS - Properues vDS/dvUplinks - Setlm s « dvPortGroups - Policies,

» Number of uplinks (vD! Number of ports - vSS default - 120, dvPortGroup - 128 + Port Binding
[vPortGroups only):
i Can assig| ‘Port if vCenter is down. « MTU~ It 1500 (cannot override on Port Groups) see Jumbo Frames above *
i Discovery Protocol, (vDS only) see Link D|scove below = VLAN ID (vSS PGs only)
: l Host to dvUpImks mappmg

N r|vate VLAN (VDS o y) . F"lnma to Secondar m:ir)psp B
: Netflow (vl onlxg Collector IP Address & Por IP"Address - so collector interacts with vDS not hosts + Active flow H
exporl timeout « Idle flow export timeout + Sampling rate - 1 packet collected per sampling rate + Process internal flows only -

ust intrahost traffic.
Eou Mirrori q? VDS only) Add session to mirror + Allow normal 10 on destmatronparts part to receive normal I0 as well as
mirrored traffic « Encaesulate VLAN - create VLAN ID to encapsulate all frames if destination is an u’?hnk port. If Preserve

original VLAN unselected then if VLAN is presenl then it's replaced not encapsulated + Mirrored pacl

et length - limits size of
mlrroredﬁgmes select Ingresa/Egress select Port

IDs or Uplink source & destination.
EJGCS - only listens to traffic destined for its MAC address.
ges (default Accept) - accepts inbound frames when VM changes MAC address.
. Fur ed Transmits (default Accept) - won't drop outbound frames if source MAC address s different
|c Sha ing - Status (default Disabled) « Average Bandwidth (Kbps f) + Peak Bandwidth (Kbps;
VSS can shape outbound traffic, VDS can shape traffic in & out (tlngress/ gress)(

VLAN (vaonGroup only) » None - access port  VLAN - set ID + Trunk range - restrict IDs on truriked links * PVLAN

‘eaming & Failover « Load Balancing - spreads outbound traffic from vNICs across VMNICs/dvUplinks, incoming traffic is
oad balanced by physical switch. Drrgrnarlng port ID Fdefault) uses uplink based on where traffic entered. ip hash - based on
source & destination IP address of each packet (use i physrcal switch ports are etherchannel). Source MAC hash - based on
source MAC address. Route based on physical NIC load (vDS only) - based on curren Ioads n vUpImks Use explicit failover
order - uses first active uplink in list. * Network Failover | etectlon Link status only (defaul cable pulls & switch
Bower failures, not m|sconf|gurat|o al rnf|§urat|on don't use with IP-hash load

alancing & not supgorte with VGT. « Nof |f?r up tables. Disable for MS NLB in

: unicast mode. * No or Yes (default) uj
i Unused - Don't use standby uplmks with IP-| has balanci
: VPOTtGr( Ponly) - select twork esource Pool (see
: Monitoring (dvPortGroup & dvU nk only) - Enable or Disable (default NetFIow pt|ons on vDS)

Miscel aﬁg'ous( vPortGroup & vUpImk)’ Port blocking - No (default] or Yes - shut down all ports
@ Lin : vmware. DOC-9876

to Accepr SW initiator enabled by default.
H ition. ISCSI Nodes: «

H eurstrrng) iSCS alias — not unique, friendly nam Hlll
¢ responds with list. Targets added to Static I|st removed targets can retum after HBA rescan/reset or hos
i - can manually add/remove items. L&%&LiAN_ag;ess_c_unma Initiator name * IP addresses « CHAP.

even
: balgl‘lkom still used). All datastore connected hosts must be ESXi 5. Sett |nﬁ are preserved if feature is disal Ied Storage
S onl :
tatic - when |nl’|al|y connected Dynamic - when connected/powered-on, Ephemeral - o binding. Host H Aggresslveness thresholds: - Space Utilization - IP Lalency Advanced options: * SPGCE Ut
: i minimum difference between source & d ad t

: only Independent HW LUN installs get dia nosuc
yy-mm.| reversed domain_name:string or EUl e.
namic - uses SendTal ?ers arget
reboot * Static

dr ess |SCSI name (IQN e.

authentication: + 1-way (unidirectional) target authenticates initiator (set on SAN) - Mutual (bidirectional) target &
initiator can authenticate each other —"only SW iSCSI or dependent HW cards. CHAP character limits:  only
aI hanumenc no sdvmbols) CHAP name <511, CHAP secret < 2!

Access via non-root credentials (delegate user)
SIOC [Storage I!J Control): shares VM's disk 10 across datastore's hosts. Monitors latency, adjusts VM's host queue
access. Can also enforce’VM I0PS limits, Enable on datastore, set shares/limit on VM. Limit must be set on all VM's
disks. Datastores must be managed lg{ single vCenter. Not supported - RDMs, datastores with multiple extents. Auto-
t|er|n?1arrays must be certified for SI0C. Enabled by default on Storage DRS enabled datastore clusters. Congestion
Threshold is upper limit for datastore before SIOC allocates based on shares. Low threshold = lower device latency &
strong VM 10 isolation. High threshold = high throughput & weak isolation. Default 30ms, max 100ms, min 10ms.
Datastore Cluster: Manaﬂe multiple datastores as one logical resource. Can be VMFS or NFS, but not both in same
cluster. Can't combine SRM replicated & non-replicated datastores in same cluster| F.ecommendanons datastore of
similar size & 10 capab|||t|e§ in cluster, don't mix HW

e:

non paci
all VMs from a datastore. Affinity rules can prevent entering
maintenance mode, to override use setting IgnoreAffinity RulesForMamtenance =1,
Stora%e DRS: Load balancmﬁ & Initial placement of VMDKSs to balance 1/0 & spread free space By default, 10 evaluated
hrs, 10 latency threshold is 15ms. Datastores used by multiple datacenters |gnored i0 balancing (space

not aware of each other. Storage DRS Automation Levels: - Manual ( default) Fully Automated « Disabled.

ization d|fferen_|ge ensures

Create scheduled task to change automation or aF%ressrveness |evel so migrations more likely off-peak.

Storage DRS affil |ty rules: + VMDK Anti-, Aff|n|t¥ ntra-VM) - VM with multiple disks are split across datastores * VMDK

Affinify - VM's disks kept to%ether VM Anti-Af f|n|tyr(lnter VM) - disks from specified VMs (only 2) are kept on apart. By

defaul VM's disks kept together. Anti-affinity not enforced for user initiated m|grat|ons & not aﬁp icable to ISOs or swap
torage Profiles: Set the requirements of the VM ome flles & di

HW acceleratron (enabled by default) offloads operations to aster,

reduces fabric bandwidth usage. Block: Full copy (or clone blocks or copy offload) - array copies data wnhout host read/

write. Block zeroing (or write same) — ¢ arraK zeros out blocks of newly allocated storaie Hardware assisted locking (or

Atomic Test & Set (ATS)) - discrete VM locking avoiding SCSI reservations, allows disk locking per sector instead of LUN

NFS: File clone - similar to VMFS File Copy except entire files are cloned instead of file segments. Reserve space - arrays

can allocate space for thick format disks. Extended file statistics - accurate reporting of space usage of VMs.

system or user defined. Outine of datastore’s capacity, performance, availability, redundancy, etc.

pports vSphere snapshots and linked clones. Uses rror Mode driver. }

SSD an be used for ost's VM swapping, very high 10 guest 0S can gnize it as SSD.

Use SATP claim rule to taﬂ SSD if not recogmzed automatrcally

NPIV (N-Port ID Virt): BA port assigns d VPORT to VM as WWN pair - see VM section

lure. + Failover order - Active, Standby or

Resolution Path Troubleshootlng Storage htij //communl ies.vymware.com/docs/DOC-16708
NEKAéJp vSphere Storage best practices ‘media.netapp.com/documents/tr-3749.pdf

File System alignment whitepaper (NetApp) htt //medla netapp.com/documents/tr-3747.pdf

vSphere handling of LUNs detecte as snapshot
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ESXi Install

HW requirements: HCL compliant (see link below), 64bit x86 CPUs (minimum of 2 cores), 2GB RAM, 5GB

: disk, password 6-64 characters.

Set HW clock (BIOS) to UTC. VMFS only created on first disk. IDE/ATA drives not supported for VMFS.
ESXi Installable starts in evaluation mode (60 days) on first power-on even if host i licensed. If no DHCP :
atinstall, link local IP used 169.254.x.x/16. Di Fibre Channel connections prior to install H

FW Port Source Destination  Protocol Description N
22 SSH client ESXi TCP SSH server
53 ESXi DNS server UbP DNS requests
80 Clients ESXi TCP Redirects to HTTPS (443)
123 ESXi NTP source  UDP NTP (time) client
427 ESXi CIM servers  UDP CIM SLPv2 client to find server
443 Clients, vCenter ~ ESXi TCP HTTPS access
902 ESXi ESXi TCP/UDP Migrate & provision
902 Client ESXi UDP Access to VM console
902 ESXi vCenter TCP/UDP Heartbeat
5900-5964 ESXi ESXi TCP RFB for management tools-VNC
5988 CIM server ESXi TCP CIM transactions over HTTP
5989 vCenter/ESX| ESXl/vCenter TCP CIM XML over HTTPS
8000 vMotion requests

_\ Possible extras 681DHCP) 161/162 SNMP) 514 sys og) 1234/1235(HBR) & HA,FT,NFS,iSCSI traffic /:
ESXi Partitions: * 2 boot banks * 4GB VFAT scratch (system swap & vm-support info) - not required but :
uses ramdisk if not present, or can use remote NFS partition * locker + 110MB diagnostic for core dumps :
(can redirect to ESXi Dump Collector) « VMFS5 on each disk’s free space. Fresh install has GPT,
upgraded keeps MBR style.

Not supported: « ESXi Installable & Embedded on same host * Booting multiple servers from 1 image.
Sources: * Boot - CD, USB, PXE boot, remote access mounted 1SO (iLO, DRAC, RSA, etc) * Script - CD,
USB, NFS, HTTP(S), FTP. Specify location in kernelopts line of boot.cfg, or ks= boot option (Shift +
0) . ESXi5 cannot PXE boot from one image, then install different image. Boot image is always the
installed image. Default ks file at /etc/vmware/weasel/ks.cfg (password is mypassword).
Destination: — SATA (considered remote - no scratch), SAS, SCSI disk, flash drive, FC or SW iSCSI
(target IQN set in iBFT BIOS) SAN LUN, PXE stateless (Auto Deploy)
Image Builder: PowerCLI tool (server component & cmdlets) to create images (Image Profile) with
customized updates & drivers. Deploy image as install CD or via Auto Deploy server. VIBs must pass
dependency check & meet acceptance level — VMwareCertified, VMwareAccepted, PartnerSupported,
CommunitySupported. -AcceptanceLevel parameter changes level. Include vmware-fdm VIB if host will
be in HA cluster. Clone a published profile to create custom profile.
Auto Deploy (stateless): loads ESXi images across network into host's memory every boot. Can set
configuration via Host Profile (see vCenter section). Server as Windows install or VCSA. 1-to-1 Auto
Deploy registered to vCenter. Hosts need BIOS firmware (not UEFI). Host DHCP reservations
recommended. VLAN tagged (trunked) boot NICs not recommended. Multiple hosts rebooting can cause
boot storm for Auto Deploy server. Hosts require Dump Collector. Redirect logs to syslog server or NFS
datastore. PowerCLI Bulk Licensing useful for Auto Deploy. Rebooted host stays in maintenance mode if
vDS is used & vCenter is unavailable. Can use VIBs, Images Profiles & Software Depots (online - HTTP or
offline - ZIP file) during install.
First boot + set DHCP for IP and point to TFTP server for gPXE, add rules to rules set « identify Image
Profile  (optional) rule for Host Profile « apply Active Rule Set.
Re-provisioning (subsequent reboots) can change answer file, use different image or host profile.
Components: * Auto deploy server — manages state information, serves images & host profiles « Rules

: engine — manages rules & rule sets * Image Profile - matches sets of VIBs to host * Host Profile -

machine specific information * Answer File - host specific information the user provided during first boot :
(only accessed via Host Profiles Ul). :
Rules engine: * Rules - assigns Image Profiles, Host Profiles, location within vCenter hierarchy,
identifies host via MAC address, SMBIOS asset tag, BIOS UUID, or IP address * Active Rule Set — maps
matching rules to hosts when image is requested + Working Rule Set - test rules before making active.
Deployment Information:  Image state - profile created by Image Builder PowerCLI tool. Contains
executable software « Configuration state - from Host Profile « Dynamic state - runtime information in
memory, lost during reboot * VM state - VM auto-start info, managed by vCenter but locally stored if HA
is enablfe.rli + User Input - host profile set to require user supplied host specific information, stored in
answer file.

Post install: test cables are in correct VMNICs: watch -n 1 ‘esxcli network nic list’
Upgrade from ESX/ESXi 4.x: « vCenter Update Manager (needs 350MB free in /boot) * Interactive upgrade
from CD or USB drive * Scripted upgrade. 5.0 upgrades to 5.x can also use * Auto Deploy (if used for 5.0

install) » esxc1i.

Installing ESXi 5.0 Best Practices http://kb.vmware.com/kb/2005099 N
Upgrading to ESXi 5.0 Best Practices http://kb.vmware.com/kb/2005102

Resolution Path — Troubleshooting Installs http://communities.vmware.com/docs/DOC-15789
Hardware Compatibility Guide (“HCL") www.vmware.com/go/hcl

Troubleshooting vSphere Auto Deploy http://kb.vmware.com/kb/2000988




P ESXi Hosts s SR vCenter Cluster Resources R

. Maximums (per host): Logical CPUs (incl HT) = 160 RAM = 2TB VMs=512 i | Maximums (per vCenter): Hosts = 1000 VMs = 15000 Running VMs = 10000  Clients = 100 Maximums (per DRS cluster): Hosts = 32 VMs ('powered on) = 3000 (512 per host)
VCPUs = 2048 VCPUs per core = 25 )i MAC_ addressLe_sk= gsssd Da(t:asttore CIqlSUte\;fﬂz Zss%ooléllaxﬁmums (R’lel&l atg%%ratgr): HI-?St? = 5:9800 Max!mums pa: Rssaurc;e Pool :1Ch|Id;en =513§4 Rnge depﬁh =18 1600 RP Juster = 1600 |
. - B - - vy oy - laximums (Linked mode): vCenters = s = unning VMs = osts = laximums (other): Hosts per datacenter = s per host = s per cluster = Y,
Logs: Alllogs in /var/Iog/gﬁlre&:ltory (sy.m links from /var/run/log?; View hoshlogs \I’.'a' bcul ESdX' SL\eII H HW: Min - 2 CPU cores, 4GB RAM, 4GB disk space + Medium <50 hosts/500 VMs - 2 cores, 4GB RAM  Large. Terminology: Datacenters - mark organizational & vMotion boundaries. Clusters - gather host resources.
+ Extract vm-suppor ¢ bundle « http://hostname/host + VCLI v f's * vSphere Client connected to host <300 hosts/3000 VMs - 4 cores, 8GB RAM * Extra large <1000 hosts/10000 VMs - 8 cores, 16GB RAM Resource Pools- apply policies to clusters. DRS cluster is implicitly a resource pool. Resources include CPU,
auth.log ESXi Shell authentication SW: « 64bit Win E2003 SP2/R2 SP1, 2008 SP2/R2) * 64bit DSN gSQL Native driver) « hostname <15 characters memory, power, storage & ngtworkln%. EVC (Enhanced vMotion) - masks CPU features that prevent :
esxupdate.log ESXi patches/updates Databases: - SQL 2008 Express (<5 hosts/50 VMs) » SQL 2005 SP3 » SQL 2008 SP1 or R2 Oracle 10g R2 or vMotions. Storage DRS, Profiles & Datastore Clusters - see Storage section. NIOC & Network Resource
fdm.log HA logs llJ1g R1 'AB%ESZ'QH% fl)i)p?Cklts ofr 9.7 fg&pqck th UM orgg supporlts Orac’lﬁs&sl\éf gOL"t rer DB Pools - see Networking section.
. Cli 3 ser needs Ll S. Default or max Simultaneous connections. lon t use master . - csxC - s o — H
: hostd.log Host management (WM& host events; Client, vpxa, SDK connections) vCenter Virtual _Ap?)liance (VCVA): Min 7GB disk, max 80GB. Supported DBs: * embedded (<5 hosts & <50 VMs (Lm resour?e group settings: _esxcfg-resgrp -1 o )
: shell.log ESXi Shell usage (enable/disable & commands + Oracle. RAM sizing: >4GB for <10 hosts/100 Vs, 28GB for 10-100 hosts/100-1000 VMs, >13GB for 100-40! Resource pools: + Shares - low, normal, high & custom + Reservations - MHz(CPU)/MB(RAM) - Limits - MHz/
i syshoot.log VMkernel & module startup hosts/1 Dms, 217GB for >400 host/4000 VMs. Limits: no IPv6, Linked Mode, MS SQL, DB2. Default Mg . AL'—W—U andable reservation - yes_(cansgraw from P|3’¢“‘ s PQgP y ”"\S")\/’l‘ly f'gm own P‘F’,Ol)l
i syslog.log Management service initialization, watchdogs, scheduled tasks, DCUI username: root default password: vmware ) ) Shares~ only apply during conténtion. Shares are relative to sib ”‘Q,th S of Hesource.- 00 -
vmkernel.log Core VMkernel logs (devices, storage/network device/driver events & VM startup) Extra vCenter DVD tools: - vSphere UP ate Manager (VUM) - needs 64bit OS but 32bit DSN « SKSk’Q server * guarantee a minimum, can be allocated ok Only ched e_glw en VM is powered on, Limits - upper bound
f : ' ESXi Dump collector (no DVS support) - collects PSOD memory dump, useful for Auto Deploy host without never exceeded; manage user expectations but can waste idle resources. . slon Contl
vmkwarning.log  VMkernel warnings & alerts local d + Authq bel 3 - de checker - checks f Ih - prevents violations when VM is powered on or child pool created. Fixed reservations create strict isolation.

“ . . . local diagnostic partition + Authentication Proxy (see below) + Pre-Upgrade checker - checks for potential host 2 ( A ite sty olati
vmksummary.log  ESXi startup/shutdown, uptime, VMs running, service usage : issues + Auto Deploy server (see ESXi Install section) - Web Client server (see helow) Exp%anxliable r_ﬁservtal}lons can?_orro’?ﬂv resaurr_:gls, lt)intn t au_té)maltlcally htun%_upw(::a'r:_ilff bulldeflr%gs ;f admission
vpxa.log vCenter vpxa agent L TFWPort Source Destination Protocol Description \i | control considers the reservation. More flexible but provides less protection. Ghild pools actively reserve

& - - - o : resources from parent even if VMs are powered off. Hierarchical resource pools require DRS enabled.
~—he1p for esxcli namespaces & commands relative to location. 1ocalcli bypasses hostd (| 80 Clients VCenter cp Redirect to HTTPS : DRS: * + Partial (Initial VM placement) + (Initial V,\f lacement & Dynamic
Startup level for management services (& lists all services): fig —-list [} 389 vGenter Other vCenters  TCP Linked Mode LDAP balancing). Migration threshold slider sets allowable host joad imbalance. Current Host Load Standard
P 9 i ) -7 SRR 443 Clients vCenter TcpP vSphere Client access neing). Vigre i H 0 "
Restart all management services: /sbin/ser H Deviation - load imbalance (higher number increases priority level). Current < Target unless .
i ge! i ! H a3 vCenter ESXi e VCenter agent recommendations unapplied. Priority levels 1-5 (1 is hi hes¥) Grafted from pools created when adding host
Restart single service (& start|stop|status available): /etc/init.d/<service> restart |} 902 ESXi vCenter UDP Heartbeat RS St keepirrl’g host's roaource pool hierarcha Maitenanca modeponly s Me ot et DRS
Common services: + hostd (primary ESXi daemon) - vpxa (vCenter agent) - vmware-fdm (HA) 885 Eﬁgmgr E(S)ér:ler lTJgPP \F/I’?Astcg‘qsr:)agement, heartbeat cluster is fullg' automated. Disabling DRS deletes resource pools & affinity rules - set DRS to manual to keep
Backup host configuration: vicfg-cfgbackup -s /tmp/<hostname>.cfgbak Possible extras: 25(SMTP), 53(DNS), 80/443/623(DPM), 88(AD), 161/162(SNMP), 636(Linked vCenters settings. DRS can be overcommitted/yellow (host failure) or invalid/red (usually direct client changes). :
. . . (restore -1, force restore to dlfferent’buﬂd number —f)‘ ) 1433 (MSSQL), 1521 (Oracle), £98&)5989(C|M ; 6&00/8000 urnp Collector), 80 O(IVMotion% 80801844%1 efflm fyf Rules: VM-\llN_I keep ng toge hlger/apart. VM-IHost l;Fe V_M?don off specific holstﬁ._ Sfﬁu{| rli)le is
Export detailed configuration file: esxcfg-info > /tmp/esxcfg-info.txt 60099(webservices), 9443 (Web Client), 10109/10111/10443(Inventory service), 51915(Auth prox est effort. Must rule is mandatory (for licensing). Rule conflicts - older wins, newer rule disabled. Obeying
: ) . N ! 4 ry . Proxy, / anti-affinity ranks over affinity. Disabled rules ignored.
Gather debugging report: vm-support -w /tmp Logs: DBvl\l})grade: %TEMPY% VCDatabaseU%%ade-log vCenter agent: /var/log/vmware/vpx/vpxa.log DPM: uses IPMI, iLO or WOL (in that order). DRS & DPM thresholds are independent. Verify host's DPM Last
List running VMs (before maintenance): esxcli vm process list vCenter (Win XP, 2000, 2003): %ALLUSERSPROFILE /u\ApEAIlcaIlon Data\VMware\VMware VirtualCenter\Logs\ Time Exited Stahdby. DPM level: + Off - Manual (makes recommendations) * Automatic.
Resource usage: esxtop (Shell) resxtop (VCLI). Customize & save: 7 (updates .esxtop50rc file) vCenter (Win 7, 2008): %ALLUSERSPROFILE%\VMware\VMware VirtualCenter\Logs\ (see KB in links below for : ; T - -
¢ c IS i - ) 3 o DRS Deep Dive http://www.yellow-bricks.com/drs-deepdive N
List CPU details: esxcli hardware cpu list description of different Io%flles VCVA logs /var/log/vmware/vpx Windows Client Install %TEMP%\vmmsi.log EVC (Enh d vMotion Compatibility) FAQ http://kb. K
Show CPU orted functions: ; * re cp s Windows Client Service %USERPROFILE%\Local Settings\Application Data\vpx\wcll_em—x.loP x=0-9 L Ve ';luance vt'bgl'{onhttor-]; k%)l ity Viivai 00‘5"21}”2 —
oW supported functions: 1 re cpu global get Guest customization - Win: %WINDIR\temp\vmware-imc_ - Linux; /var/log/vmwareimc/toolsDeployPkg.lo S compatibility http://kb.vmware.com/kb/ 1003212
Show memory and NUMA nodes: vare memory get Default roles (System roles - permanent, cannot edit privileges, ESXi & vCenter. Sample roles - just vCenter):
List free memory allocated to ramdisks: sxcli system visorfs ramdisk list : No access System - D_e-fauh except users in Admin Group. Cannot view or change: VM ‘‘‘‘‘
Show version information for ESXi: es system version get : Read only System - View state & details except console tab. . . ;
Show the host" t ] |_' - software acceptanc € : Administrator System - All privileges. Default for members of the Admin Group, & AD ESX Admins. : " . -
ow the host's acceptance level: software acceptance ge i | VM power user Sample - Interact with, change VM HW settings, snapshots & schedule tasks. Maximums (per VM): vCPUs = 32 RAM = 1TB 954(;3 ~FTVMs) Virtual swap file %VSW =1TB \
Show all the installed VIBs: software vib list i i VMuser _ Sample - Interact with, insert media & power ops. Cannot chanl?s.l VM HW settings. SCS| adapters = 4 "Devices per SCS| adapter = 15  IDE devices (Disk/CD) = 4 VMDK = 2TB-512B [
Detailed information on installed VIBs: e vib get i Resource pool admin  Sample - Create, modify child pools & assign VMs, but not RP itself. VNICs =10 USB devices = 20 (USB 3.0 =11)  Floppy drives =2 Parallel ports =3 Serial ports = 4
Show syslog configuration: S s S slog config get H Datastore consumer  Sample - Allows space consumption of the datastore. B\ Remote consoles =40 VMDirectPath devices = 4 Video RAM =128MB J
Show logging config for each log: esxcli system svsioq config lodger get etwork consumer Sample - Allows hosts or VMs to be assigned to network. . Files: .hlo vMoation log file .vmsd  Snapshot metadata
h 99ing dg i 0g: s - Sy n sysiog J rogger get Permissions: pair user/group with role & associate with object. Role - predefined set of privileges. Users JIck-XXX Locking filé on NFS datastore 'vmsn  Snapshot state file
Show remote coredump config: esxcli s em coredump network get nitially aranted No Access role on new objects including datastores/networks. Logged in users removed from oy VM activity log .vmss  Suspended state file
Lists firewall status & actions: esxcli domain keep permissions until next validation period (default 24 hrs). Tasks - activities that don't complete -#ﬁog lo .vmtx  Template header
Lists firewall rulesets: esxcli immediately. All roles allow schedule tasks by default. Can schedule tasks if user has permission when task .nyram  BIOS or E_Igl settings .vmx_ Primary configuration file .
Refresh firewall after adding new ruleset: esxcli created. vCenter Local Admins have Administrator role by default. Propagation is per permission, not rdm  RDM in Virtual Compatibility mode ~ .vmxf  Extra configuration file for VMs in a team
Show description of VMkernel error: - Je <error universal. Child permissions override those propagated. User permissions override Group ones. Use No Access rdm| RDM in Physical Compatibility mode .vswp  Swap file for overcommitted memory
Lo drivers’ioaded at Stortin : vmk: ode <erro LiJl i Ir_qle to mask areas from useEs. Mo%/_lr}g objecltzs neetdsI permlsmsotn 03 ogject, sourget& destination pgr?nt ) vmi Disk descriptor ﬁalso raw virtual disk for hosted products)
I 3 : em module - icensing: . ssential ssential+ andar nterprise nterprise+ -flatvmdk  Raw pre-allocated virtual disk -00000#.vmdk Snapshot child disk
List advanced options: tem settings advanced -1 J ngM (per socket license) 3268 p 5485 336(53 -ctk.ymdk _Chanaed Block Trackina file _-00000#-delta.vmdk _Snapshot differential file
CPU Power management policies: + Not Supported - no host support or disabled in BIOS * High v 5;" Thin pro, VUM, VADP _ Yes Yes WY e Yes Yoay ~-he Lp for esxcli namespaces & commands relative to locatio )
- only used when BIOS warning - Balanced (default) - conservative, shouldn't affect { Wietion HA VDR " Yes Yes Yes Yes k':i ;:"!;l&?e\{j"ﬁms (& displays <vmidb): es _vm proc
performance * Low Power - aggressive power management, can lower performance * Custom i SLES [SSUSE Linux Ent Server) for VMware ; Yes Yes Yes Shore I o wer st P ays <vmid>):
Memory: Host reclaims memory from VM by: « TPS ?Transparent Page Sharing) - “RAM dedupe”, : DRS, DPM, Storage vMotion, FT, VAAI, Hot add, Linked mode, Power on vﬁ; ’
PSHARE in esxtop » Balloon driver (vmmemctl) - forces guest to use native algorithms (guest swap)+  © & gvga{qtﬁ)hcﬁpgl'o%cng?trgtrgruI‘éghﬂ?ozt‘;g&sdys%rﬁilc';(zgrﬁloewg?ggt? Storage ohs TeS Yes Power off VM:
1 . il i 1 H ! " " 4 " " " . I - — / /
Memory compression + .vswp file (host level swapping). Local or networked SSD is tagged by VMkernel : VRAH - Memory configured on allgow_ered-on VMS. Consumed VEAM capped at 96GB per VM. Only Essential 3ﬁ?é5tiesrtear\;’\<ll-M m-cmd /solo/reg s olu
as optimal swap location to reduce impact. During contention, host memory allocated based on shares & : : Essential+ has hard vRAM limit. CPU licenses from same license level are pooled across linked mode vCenters e TR v i vmprocess bt ot bl e e )
working set size (recent activity). Idle memory is taxed progressively to prevent VM hoarding. Guest Keys in vCenter not deployed add to entitlement. Add vVRAM by adding licenses or upgradmﬂ existing. G !( b II t /Meda’XPVﬁka EBLI\}ILC\MF§ i Ff Softharajrorce
swap should be > (VRAM - Reservation) x 65%, or balloon driver can cause guest kernel panic. Memory Consumed VRAM is. 12 month average. Can create reports & alerts for consumed/entitled yRAM. Key d reate/Delete/Modify S, RDMs, VMF volumes & storage devices: vmkfstools
faults can be detected & quarantined to reduce chance of a PSOD (hardware dependent) to host via vCenter is persistent. ) - free, no connection to vCenter , <32GB vRAM, only Power Off = hard off + Shut Down = soft with VMware tools « Reset = hard + Restart = soft .
- q N P y servers <32GB physical RAM, limited/read-only vCLI & PowerCLI support, no SNMP support. VM HW: Memory/CPU Hotplug - VMware Tools required. Multicore requires HW v8. BIOS based VM min 4MB
NUMA (Non-Uniform Memory Access): CPUs have localized memory. NUMA scheduler controls VM - for VDI, functionality of Enterprise+ & unlimited vlgAM_ Per poweretﬁon desktops. RAM, EFI min 96MB. Mac 0S ﬁ VMs must run on A? le HW. CPU or Memor¥ (NUMA) affinity not available in
: distribution across host memory to dynamically optimize CPU load & memory locality for VMs. Expiring licenses: vCenter - hosts are d i- VMs i 0 run, cannot power-on new VMs. DRS clusters. yYNUMA exposes host NUMA to guest 0S. Guest swap 2 (Configured vRAM — Reservation) x 65%, H
: Firewall: Define service's port/protocol ruleset: /etc/vmware/firewall/service_<name>.xml (then refresh) Statistics: CPU, memory, datastore, disk, storage adapters/paths, network, power, DRS, HA, m%t agents, lo-lt'PeLWIse balIo&Jn _dflxer Cguléipcl?use guﬁSt kernel Dan‘lﬁ- ther VMs  None — vCPUs h usi h H
i PAM (Pluggable Authentication Modules) plugins: /etc/pam.d/vmware-authd. Default password system & VM ops. Collection Intervals (time period stats. in DB) frequency is5mins -1 day, sharing modes: » Any — vOPUs can share cores with other VMs - None - yGPUS have exclusive use when
: - . S 30 mins - 1 week, 2 hrs - 1 month, 1 day - 1 year. Real-time stats (just performance charts) flat file on hosts scheduled - Internal - can share core itself if VM has 2 vCPUs, not 2 vCPUs then same as None.
compliance plugin: pam_passwdqc.so. No restrictions on root password. Defaults for non-root users: i frequencyfretention i > I -onh Disk types: * Thick Provision Lazy Zeroed - default, pre-aflocates « Thick Provision Eager Zeroed - pre-
0 - vCenter memory (not in DB), frequency/retention is 20 secs - 30 mins, only powered-on hosts & VMs.
password retries = 3, minimum password length = 8, shorter passwords if Characters Classes mixed Coll level 1-4 f I 4 (default 1). R & M. dated 30 allocates & zeros, better performance, slower creation * Thin Provision - allocates on-demand, monitor with
S = : r ] A ollection leve or each interval, most counters is 4 (default 1). Reports & Maps updated every 30 mins. i a L
(upper, lower, digits & other) 1 or 2 CC - min 8, 3 CC — min 7, 4 CC — min 6. First character as upper or VMware Tools adds perfmon objects to Windows guests : “datastore usage" alarm. NES - with HW acceleration supports all 3 types - without only Thin.
last character as digit not counted ' ' Alarms: notifications of selected events, conditions & states. Composed of Trigger & Action. Triggers: condition i RDM: Can use SAN Snapshots, vMotion, SAN mgt agents & NPIV. Needs whole LUN. Physical RDMs no VM
. it ot - et ;  state or event. Actions: responses to triggered alarms. Can disable action without disabling alarm, but effects ~ : : Shapshots, clones, lates, only mlg_rates mapping file. Virtual RDMs clones/templates copied into .vmdk
DCUI (Direct Console UI): + Configures host defaults + Sets up administrative access * Troublgshootlng. ¢ actions on all alarms. Disable for selecteg object child continues. Default alarms not preconfigured with actions. | Snapshots: cil)pture memory state, settings, disks. Can't snapshot physical RDMs or independent disks.
E:.-gs't]a(;?irr]\tgrah:;:”ad;eongoec}?e};é/i?g/?ﬁglrde;:o[::glsj;;g sheglsatldc(anlil_;en‘:tlav(r:rlllv?/g::)r g‘t’:é ?t?rtrllzr)] ('s?gllnlclf(&lxdﬂ A #\cknowled din allta%m s_toES S'Ction' butt ia‘lartm tstifl visiblﬁ. Redg(ce_alarms with tolerance range & trigger Hggtegﬁll)%e\r?;r-t‘)sflf(m‘:gse:t: no snapshots. Persistent changes iImmediate & permanent. Nonpersistent changes
. : - , 3 i} frequency (default 5 mins). Disconnect hosts to suspend monitoring. F ! : . .
broker), slpd (discover/advertise services), wsman (share mgt info via SOAP), vobd (error reporting) &  : Linked rrzlode: joins VCs. Global data: IP & ports, ceﬁificates. _Iicengmg, user roles. Uses ADAM (AD App Mode) Snapshot Manager: Delete commits snapshot to ;tnarent. Delete all commits all snapshots before You are here.

Go to reverts to that snapshot. Revert to snapshot back tO}Jarent's snapshot You are here.
03 to access ph

fdm (HA agent) if installed. To isolate ESXi host from DRS/HA cluster, disable management network. i : to store & sync data. Instances can run under different domain accounts. Installed by domain user who is ¢ | VWDirectPath 1/0: allows quest sical PCI/PCle devices, sets VM memory reservation to
Management Network Test: pings DG, primary DNS nameserver, secondary DNS, resolves hostname. ~ ; : admin on both machines. Requirements: DNS, 2-way trust if different domains, time'sync, DNS name matches VRAM. Requires VM HW V78 Intel V1-d or AMD IOMMU. Restrictions no vMotion (can on Cisco UGS with
. i i rd i i hostname. Roles are replicated, assignments of roles are not. " : : : Cisco DVS), FT, HA, DRS (cluster allowed, not VM), snapshots, hot add/remove, suspend, record/repla:
VIBs: can update image profiles or 3¢ party extensions. Updates firewall ruleset & refreshes hostd. Server settings: Licensing (vCenter & 3.x hosts), Statistics (intervals & DB size), Runtime Settings (unique ID, USE bassthirouah. Only T UM oo o B aCh dov s A oo L e oo Ay, ted:
Repair mode: On ESXi Installable CD, overwrites all configuration data. Serial number lost on repair, but T d IP, name), AD ( query limit, validation period), Mail, SNMP receivers, Ports - ttpés , client DRS uMtotion Mot Suported PPN ET. initial sonneotion when powering onunstcoending must be local -
restored when backup configuration applied. Configuration reset deletes root password, removes timeouts, _Log%nF detail, DB connections (default 50), DB retention, SSL host verification, Advanced Settings. re-vMotion). to reco’?\?]ect VM must be back on USB connected host 9 p 9
configuration & reboots host. Storage needs reconfigured & re-register VMs Host Profiles: Policy to centrally configure & check compliance of hosts. Set at host or clister level. Reference ool e D oo Pausiel - PVSCSI (IDE is ATAPI)
H " Y At e P host - host which created profile. Exported profile format .vpf. When profile is detached, settings persist on PVSCSI (Paravirtual SCSI): at least HW v7 hig h- erformancegstora e adapter. Not recommended for DAS
H Recovery Mode: tl)m(’j?jkzd. d"‘]”"gdb%?t Mtgllthd%héLfL Ji R RE\ﬁrts_to previous image before IadSt update. host/cluster. Answer File contains host specific input required by Auto Deploy - T per host. Host must be in Guests: Win 2003, 2008, RHELS. o ecord/Replay, FI',gMSC RHELS boot disks :
: fe'éﬂseaggﬁ‘ﬁe"(‘gén ?e ISQS?SS t s( s||S: seerviZe i?,lr‘ng Elr:)a de viavieta-snne. Gan send traps & mtllr::a:r:s:nactieo’l\f%?gio‘ ?\ﬁ? IXd]E?gltliee'nﬁigltlg or? %I(S) ihousg'? 35%‘1{5 l?l%?ftlé & proxy IP. Installer creates AD account NPIV (\-Port D Virtualization): share FC HEA port as multiple virual ports, each with unigue IDs. VMs
polling ) q . Oyslog < yslogd. X fheed wath CAM Ay'th tica o Eexih ) SIS Tk, Sush ais HostProfil assigned 4 WWNs. Allows per-VM LUN access. Adds WWPN & WWNN to .\‘Fx file. Limitations: requires NPIV
Host certificates: /etc/vmware/ssl/rui.crt (public key) & rui.key (private key). refixed wi - Authenticate WPX 0 ESXI by Importing SSL certiticate, or push via Host Protiles. : enabled FC switch, only RDMs, Host HBA's WWNss also need access to LUN, NPIV capable HBAs, no Storage
Recreate: /sbin/generate-certificates eb Client server: Alternative to Windows Client. Cross-platform & cross-browser (Adobe Flex |U9'"2.- ) i vMotion, VM can't power on if WWN in use, vMotion requires ail RDM files on same datastore.
kd -/ S de: Ié g ] - - M H ilable only when h d Connects to vCenter (not to hosts directly), reglster Client server first. Subset of Windows Client functionality - i yNICs: - Flexible - 32-bit guests, viance without VMware Tools or vmxnet with VMware Tools + €1000 -
Lockdown mode: Forces operations via vCenter. Mode available only when host connected to vCenter. i Monitoring & VM deployment, no host/cluster/datastore/network configuration ) i Emulates E1000 NIC, default for 64-bit guests * vimxnet2 (Enhanced) - vmxnet with enhanced performance
bling/disabl h d hell : o ) g <seniames.0443/vsphere-clnt £l ; J - :
Enabling/disabling via DCUI wipes host permissions - set via vCenter. DCUI restricted to root, Shell & i Admin tool hitps://localhost:9443/admin-app Web client https://<servérname>:9443/vsphere-clien! i requires VMware Tools + vmxnet3 - enhanced performance & networking features, requires VMware Tools & at
SSH disabled for all users, vSphere client & CIM monitoring only via vCenter not direct to host. Normal : Guest C Guest OS must be on SCSI node 0:0. Requires Perl in Linux guests. Windows guest least HW v7. WOL supported on vmxnet, vmxnet2 or vmxnet3. )
Mode: DCUI, Shell, SSH & CIM access allowed to root & Admin role users. vSphere Client access based Admin password must be blank for ation to change it. i MAC address: can manually assign in vmx: ethernet<number>.addressType="static" &

i issions. Total lockdown mode: i i i ethernet<number>.address=00:;50:56:XX:YY:27 (XX only 00-3F
on ESXi permissions also disables root access to the DCUI, if vCenter access is TS0 ?TCP Segmentation Offload): enabled in VMkernel by default, &ust beyenable)d at VM level. Needs

H vService: Service dependency for vApps or VMs. vService Manager monitorsgﬁalth: * Red - issue needs fixed
lost you must reinstall ESXi to regain control. root & vpxuser are only users not assigned No Access role :

in solution (the extension) « Yellow - vService Manager is repairing * Green -

! P - ~ i : enhanced vmxnet, might change the MAC. Jumbo frames: requires vmxnet2/3 or e1000.

on hosts by default, but have same rights as the Administrator role. Egﬁg'c‘{}#},“dﬁaa ‘2;;%2%2?&?{%%%?5&?%%““%%%M QVF: templates imported fromqpcal file system or web se_rveﬂ QVF files are compressed. Client validates OVF
Firewall Ports http://kb.vmware.com/kb/1012382 N Location of vCenter Server Iog files http: f"Ae before importing. Can contain m”“'P\lﬁw"MS- OVAis 5”‘95 f'flfe Jersion. 4. Metadata in VC's DB,
Location of ESXi 5.0 log files http://kb.vmware.com/kb/2004201 Installing vCenter Server 5.0 best practices http://kb.vmware.com/kb/2003790 VApp: c9nt:¥nerl€ontaf|_nmg e e o T etOne e by wAnD vCentar e -Sta I?’tatm its Vs, Policies «

a0 - i . Upgrading to vCenter Server 5.0 best practices http://kb.vmware.com/kb/2003866 > pool - network configuration assigned to network used by vApp. vCenter provides IPs to its VMs. Policies
Video: Restarting management agents on an ESX/ESXi server http://kb.vmware.com/kb/1003490 Sysprep file locations and versions http://kb.vmware.com/kb/ 1005593 Fixed — manual « Transient - allocated from pool on vApp power on + DHCP.
Interpreting esxtop Statistics http://communities.vmware.com/docs/DOC-9279 Firewall Ports MMW Resolution Path - Troubleshooting YMs http://communities.vmware.com/docs/DOC-15963 Vi
Collecting diagnostic info using the vm-support command http://kb.vmware.com/kb/1010705 vCenter client shortcuts http://www.jume.nl/articles/vmware/143-vcenter-client-shortcuts Recreate missing virtual dlskéVMDK header/description file R [ :
ding Machine Check Exception output aft ple screen http://kb.vmware.com/kb . vSphere 5 Licensing, Pricing & P: http: _vmware.com/files/pdf/vsphere_pricing.pdf &, Con: ing snapshots in vSphere 5 http://kb.vmware.com/kb/2003638
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